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Between 
academia and 

industry
Integration is key between both worlds

With (from left):

• Trevor Hastie (RSA)
• Statistical Learning and AI not 

only applied to finance

• Emmanuel Candes (FR)
• Compressed sensing, 

reconstruction of data for 
machine learning algorithms.

• Stephen Boyd (USA)
• Convex Programming used for 

portfolio construction

at the Blackrock AI Lab, Palo Alto



Harry Max Markowitz
August 24, 1927 – June 22, 2023

• Wrote the seminal ‘52 paper as a 24 
year-old graduate student.

• Maximizing some expected profit 
subject to a risk constraint. Modern 
formulation but solvers did not exist 
in those days.

• For the risk term you could use a 
covariance matrix.

• Read the original paper before you 
throw mud.



The “first” paper: The 2-step process

• Markowitz distinguishes two steps:

• Estimation of expected returns and expected covariances

• Formulation and solution of a quadratic program

• Did not claim that a moving mean and sample covariance 
matrices should be used as expectations.

• He reiterated over the years that the estimation step is not his job.



His “second” paper (1955): 
Solving quadratic programs 

• Is the algorithm he introduced today available?

• If not, can we reimplement it and make it widely 
available on GitHub?

• We need to understand the efficient frontier



Computing an 
efficient frontier
The “brute force” approach of today

Loop over different values of target variance
Compute max. expected return by solving

Solution may not exist if target variance is too small (see Sin 7)

Collect the point (target variance, expected return)

Possible, but too expensive for 1955

Can we compute a minimal set of points reflecting the entire frontier?



Efficient frontier 
over variance

• An efficient frontier is piecewise linear, e.g. each point is a 
linear interpolation between its two adjacent turning 
points.

• The critical line algorithm is computing all turning points 
going from the point of highest return to the minimum 
variance portfolio.



Reimplementing Markowitz’ ideas fast(er)
With Philipp Schiele (Citadel)

We have found a didactic implementation in a paper from 2013. The authors kindly shared their source code 
with us: 



Problems? It’s not 
Markowitz’s fault.

• It’s the user. 

• Examples:
• The eigenvalues are negative or too small.
• The problem is not convex.
• …

• Further examples: See the paper ➔

• This paper describes what not to do

• We are working on an updated version of it. 
Please share your stories.



Solutions: Modern Markowitz in practice
a roadmap 

This paper describes what could be done



From the 
paper 
The paper "Markowitz Portfolio 
Construction at Seventy" revisits Harry 
Markowitz's 1952 portfolio theory, 
which trades off expected return 
against risk. The authors propose 
extending the original method to 
handle practical constraints like 
transaction costs and estimation 
uncertainty. They focus on making the 
optimization more robust by 
incorporating regularization and 
convex optimization techniques. This 
generalization, called "Markowitz++," 
aims to address the sensitivity of 
Markowitz's model to forecast errors 
and improve its practical application 
while retaining the core principles of 
balancing risk and return

Source: Talk by Ronald Kahn for UBS US Quant conference



Parameters:
Problems with any covariance matrix
• You got lost? Good moment to rejoin the talk.
• How aggressivly shall we update a covariance matrix? How far do 

we look back in time?
• It should be chilled to avoid trading costs yet reactive?
• Fundamental question: Are we allocating risk or are we 

allocating capital? Try to work with correlation rather than 
covariance matrices. 

• An approach based on covariance matrices may not be the best 
choice at all, e.g. when combining risk premia strategies with an 
asymmetric return profile. Explore the cVaR. 



Solution
Let’s take multiple estimators

• Use a convex combination of multiple matrices at all 
times

• Dynamically adjust the coefficients to be more reactive 
when markets move faster

• Formulate this as a convex program as we have access to 
robust solvers



Step back: Estimate one covariance matrix

• Estimating a covariance matrix is challenging when
• A large number of assets have to be addressed
• The distrubtion of returns has fat tails
• Data is not synchronous or a lot of it is missing

• Common approaches in industry
• Rolling window
• External sourcing (e.g. buy a factor risk model)
• Ignore all cross-correlations and estimate diagonal only
• MGARCH
• DCC light



DCC (Engle) light

• Dynamic conditional correlations.
• Asset returns have fat tails.

Step 1: Estimate the volatility and adjust + winsorize returns. Use an 
exponentially weighted mean. Vol adj returns are no longer fat tailed 
Step 2: Estimate a correlation matrix and multiply with volatilities 
(from both sides) to get back to a covariance matrix (if needed).

• To estimate multiple covariance matrices we use DCC light 
with different parameter choices for the windows.



From the paper: Dynamically weighted 
prediction combiner



From the paper: Choose weights via convex 
optimization



Summary

• introduced a covariance predictor for financial returns 
• relies on solving a small convex optimization problem 
• requires little or no tuning or fitting 
• interpretable, lightweight, and practically effective 
• outperforms popular EWMA and is comparable to MGARCH 



Library development
in the cvx family

• We create open-source libraries to simplify 
your experiments with convex programming

• Examples:

 - cvxrisk

 - cvxsimulator

 - cvxcovariance

 - cvxcla

 - pmog

 - …



Conclusions

• Markowitz is sometimes misunderstood. He introduced the reference 
framework still in use today.

• More than 70 years after his seminal paper we understand its 
limitations and use cases. 

• Convex programming in the spirit of Harry Max Markowitz is still very 
much alive and is doing well.

• We suggest some mild extensions and provide recipes to bypass the 
classic problems and issues.

• We then revisit the estimation of input parameters and apply convex 
programming also on that level.

• We finish with pointing to some of our more recent additions of 
software into the cvxpy family.  
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